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Experimental Protocol

Participants transfer high-level options

1. Do humans learn options ? At multiple levels?
2. If so, can humans transfer learned options?

Traditional reinforcement learning (RL) has 2 major limitations: 
1. Cannot scale up to complex tasks that humans face.
2. Cannot explain how humans transfer previously learned skills 
to novel contexts. 

Option Model:

• HO: High-level 
option

• MO: Middle-
level option

• LO: Low-level 
option
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Participants transfer middle-level options

A)

B)

A) Participants select the correct action in the first stage to 
enter the second stage. They need to be correct again to win 
a point. Red means incorrect; green means correct.
B) Correct action changes across block. Red indicates 
potential negative transfer; green indicates potential positive 
transfer.

The Option Model predicts that the increase in the number of (incorrect) 
choices in Block MT should be mainly comprised of selection of the wrong 
HO. For example, choosing A3 (selecting HO2) for the circle, or choosing 
A2 (selecting HO1) for the square in Block MT. This is what we find in 
behavioral data.

In Blocks 5, 6, and MT, participants 
have higher than chance probability 
to choose the correct action for the 
second stage on the first trial; Block 
NT is lower than chance. No 
significant difference among Blocks 
5, 6, and MT.

Summary
• Humans learn temporally-extended policies called options, confirmed 

by both positive and negative transfer effects.
• Humans are able to flexibly transfer options at different levels.
• The Option Model captures transfer effects in human behavior 

qualitatively.

Future directions
• What is the neural underpinning of option learning? Is there any 

difference in the neural representation of 1-step policies (task-sets) and 
options?

• In novel contexts, do humans learn a new option, or rewrite an old one 
that is similar enough?

Prior work showed humans can learn 1-step policies (or task 
sets), and are able to transfer them to novel contexts [4].

With the observation that human behavior is hierarchical [1], 
recent studies proposed the options framework [2] from 
Hierarchical Reinforcement Learning (HRL) which provides many 
theoretical benefits [3]. Options are temporally-extended policies 
composed of primitive actions and/or smaller options. 

1. Behavioral data provides initial evidence for different transfer effect at both stages:                   
(i) Negative transfer in Block MT First stage                                                                                    
(ii) No negative transfer in Block MT Second stage                                                                            
(iii) Negative transfer in Block NT Second stage

2. Option model simulations reproduce qualitative effects in behavioral data. No traditional flat 
RL can reproduce these transfer effects.
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Transfer of middle-level 
options

Transfer of high-level 
options

We counted the number of key presses in the first 10 trials for transfer effects at the beginning of a block.

First stage Second stage

The option model is a combination of HRL and Bayesian inference (BI).

1. Choose an HO using Chinese Restaurant Process [5].
2. Choose an MO based on the HO and first stage stimulus.
3. Choose an action for the first stage based on the policy dictated by the MO.
4. Choose an LO based on the MO’s policy. This policy is learned by BI.
5. Choose an action for the second stage based on the policy dictated by the LO.

First stage Second stage
Blocks 5-6
Block MT
Block NT

Blocks 5-6
Block MT
Block NT

Correct Wrong HO error
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